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TOTAL PRODUCTION MAINTENANCE AND ROBUST SCHEDULING
FOR A PRODUCTION SYSTEM EFFICIENCY INCREASING

In the paper, the proposition of application of twethodologies: the predictive scheduling and Tetaductive
Maintenance — TPM to increase efficiency of a padighim system is presentedio assess wastes due to
unplanned events in the machine’s work the Ovétgliipment Effectiveness (OEE) indicator is appliady
failure of a bottle neck decreases value of the QRHEhis paper, the problem of predicting a tinfighe bottle
neck failure is considered. In the paper, modébs production system and failures are presentedtte bottle

neck various reliability characteristics are congplutthe probability that, beginning with momelt the first
failure occurs after given time probability that in the interva{lf,g], there occurs at least one failure, failure

intensity function, Mean Time To Failure (MTTF) aMkan Time of Repair (MTTR). Having the MTTF and
MTTR of the bottle neck, a robust schedule is gateel. At the time of predicted failure, preventaetions and
technical survey of the machine are scheduledchdrsecond paper a numerical example is given.

1. INTRODUCTION

In production enterprises, the production mainteradepartment solves problems
resulting from manufacturing processes. Improvingefficiency of a production system
exploitation depends on: utility of machines, feél@and downtimes, schedule and execution
of maintenance work. To satisfy a demand of a niatke production enterprise sets the
highest priority for a high level of technology, meacturing efficiency and high level
of operational reliability. Changes in a productsmihedule are due to frequent disruptions.
A disruption causes that the cycletime of job iases and pre-elaborated schedule is not
feasible. Reorganization cost of production incesaand execution time of job extends, that
negatively influence on a price of a product. Thane in the production schedule
a predicted time of failure and time of the machiggair are introduced.

The objective is to obtain a disturbances robuseduale. According to the definition
formulated by Al-Fawzan and Haouaria the robustnesshe schedule is "the sum
of buffers of processes introduced in the schetluiacrease the possibility of appearance
of a slight increase in the cycle time of procesassa result of unpredicted disturbance" [3].
Taking into account the disruption: a machine fa&ijuhe introduction of temporary buffers
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to the schedule causes that the cost of unuseditajacreases, therefore the following

definition is presented: the schedule is robushef machine failure will be predicted with

success and introduced in the schedule as a tetisnicvey of the machine, in other case if
can be rearranged without decision maker particpawith minimum changes to the basic
schedule, in other words, to return to a basicestaefore the failure of the machine
occurrence) as soon as possible.

The obtained schedule is characterized by soludod quality robustness. The
solution robustness (instability) of the reactivehedule is measured by computing
deviations of operations’ starting times betweemctee and previous (predictive)
schedules. The quality robustness is measureddasiation between makespan of reactive
and previous schedules [11].

The robustness of the schedule can be aided bymaiting methodologies relating
to: effectiveness of machines, maintenance of mmashiand continuous improvement
of production to a company structure. Systematicvesu of machines influences on
reduction of a risk of unexpected machine failurBserefore, the article is a proposal to
comprehensive maintain continuity of production lepmbining the methodology
of predictive and reactive scheduling with the moeiblogy of Total Productive
Maintenance - TPM. The two methodologies make ptessto maintain continuity
of production, improve product quality, increasedarctivity and reduce production costs.
The effectiveness of solutions is evaluated usndicator: Overall Equipment Effectiveness
(OEE) [9]. Basing on the OEE indicator optimizatidecision-making process is done. The
guality robustness of the schedule can be measased deviation between the OEE
of reactive schedule and the OEE of predictive dalee

In the article, the problem of reactive schedulsmgmitted, interested may refer to the
literature [2].

In this paper, the process of data acquisitioninst fdescribed, then the method
of prediction ofMean Time To FailurdMTTF), Mean Time Between FailuréViTBF),
Mean Time To Repa(iMTTR) is described. Values of MTTF, MTBF and MTTéRe used
to describe the model of the production systenuifajlithe predictive scheduling method for
the production system is presented. The resulwhgdule is analyzed and evaluated using
the indicators applied in the TPM methodology.

2. DATA ACQUISITION

Successive failure-free times are followed by tiroésepairs. Basing on information
about a number of failures in a number of periofishe same duration in the past,
predictions of reliability characteristics are sdwad.

Let us consider a classical model of failures Bt $uccessive periods of reliable work
of a production system are followed by times ofaiepSuch the system, firstly, is observed
on m successive time periods of the same duratfonswhich the information about

loT)[r 27)....[(m-1)T, m) (1)
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numbers of detected failures is known. The prealictf system behavior is being built for
the next scheduling peridehT,(m+1)T).

Such the system is observed with applicationvianufacturing Execution Systems
(MES), which allows to download information aboué throduction process directly from
machines. The example of such program is the SigmeywControl And Data Acquisition
(SCADA) integrated with ERP systems related to podidn planning. Using SCADA and
ERP systems following data are acquised: grosdadiitly time (this is the time of the
machine work minus planned downtimes related to nteaance intervals [10]),
disability time (the time in that the machine isable to work because of an unpredicted
disturbance) and number of disturbances.

3. MODEL OF A PRODUCTION SYSTEM

A production system with input data: a number dbsjd, j=12...J have to be
executed on a number of machinasw=12..W. Each job consists of a number of
operationsV;, v; =12...V;; a,,, denotes as an execution time of operatiprof job j on

machinew. Execution times of operatiors,,, are predefined in a Matrix of Operations’
Times MOT:[aW,ViJ (3). A production route is described in the MawixProcesses’ Routes
MPR:[b(N,Vj] (2); b,,, states as a priority of execution of operatioron machinew. Dead

line d; of execution of jobj is predefined and described in the Vector of Duste®
vDD =|d, | (4). A butch size of jobj is predefined and described in the Vector of Butch

SizevBs=|s, | (5).

0,3, B | CYPIE WY
23
MPR=1h, 1B, 5.0, ool | MOT =18, 1,8, o e
CUPTLAPTRIL Wt v A, 008, 2By e Byy |
vDD=|d,,d,....d,....d, (4)
VBS= [sl, SpyeesSjreee SJJ (5)

In section 7, measures used to evaluate the priodusystem are described.

4. MODEL OF FAILURES

To predict values of parameters describing faifuee- time of a machine and time
of the machine’s repair the probability theory ised, since it is assumed that the
phenomenon - failure of the machine is repeatable.
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Failure-free timesX,,... X, in theith period|(i -2JT,iT), i=1...m+1 have distribution
with PDF (=probability density function),(J. N, denotes a random number of failures
detected ir[(i —1)T,iT). At the end of reliable work period,,, as the failure occurs, a repair
time Y,, begins immediately and so on. Repair tinvgs..)Y;, for i=1...m+1 are supposed
to be distributed with PDFg, (1]

The following simplifying assumption is taken: eaclew period of the form

[i —2)T,iT), starts with the beginning of reliable wok,, in other words one “deletes” the
residual repair timer,_,, in theith period|(i —1T,iT). Thus, one can write

N

37, =3 (X +Y,)=T, =L m+l (6)
P= = '

Random variables;, Y, fori=1...m+1 andk =1,...,N; are supposed to be totally
independent. So, the evolution of the productiosteay can be observed on successive
cyclesz,, =X, +Y,, i=1..m+1 k=1...N; which are independent random variables with
PDFs defined as follows:

t t

h@) ==y (v)dy= g (t-y)f (y)dyt>0 (7)

0 0

and DFs (=distribution functions) of the form

H; (t) :jhi (y)dy, t>0. (8)

A time of a schedulg takes a positive variable, continuous in therirak[0, + ).
The failure-free time is characterized by prob#ptiensity functiorf(t), the unreliability of
the machine (distribution functiorj(t), machine’s reliabilityR(t) and the failure intensity
r(t) [8]. Below formulae for the most important reliklyi characteristics are presented:
1. Function F(t), tOmT,(m+1)T), that gives the probability that, beginning with
momentt, =mT, the first failure occurs before time

t

F(t)= P{Xm’1 < t} :j f (u)du, t>0. 9)

0

2. Reability function R(t), that gives the probabilttyat, beginning with momeng =0,
the production system is not disturbed before ithe t:

R(t) = P{X..0 >t} =1-F () (10)
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3. Probability P that in the intervala,b|0[mT,(m+1T) there occurs at least one failure:

P=Plas< Xmﬂ'lsb}:jif(u)du. (11)

4. Failure intensity functiom(t) is the quotient of the probability density functiof a
machine work at timeé by the probability that the failure-free time theachine is
longer thart [3]:

r(t)=%, (>0 R@)>0) (12)

5. The value of failure intensity function: is an increase of the number of failures at
the period[mT,(m+1)T) in relation to the periof(m-1)T,m7):

~ —An
rO0— 13
A (13)
where: An- an increase of the number of failures at thdogefmT,(m+1)T) in
relation to the periof(m-1T,mT); At- an increase of the time peridd (each time

period have the same duration (1))
6. Reliability function can be estimated basing ofufai intensity functioni(t) [3]:

H (t) :exp{—jr (u)du], t>0 (14)

0

Basing on the failure intensity curve (the wastensity curve) (12, Fig.1) one can estimate
a time in which the machine will be unable to work:

A{l’) 'y

Fig. 1. The failure intensity curve [9]

In the theoretical graph of machine’s failure irgién (Fig. 1), three stages describing
the technical state of a machine are distinguidii®{l In the first phase, machine’s parts
incorrectly done are damaged. At this stage of ritechine operation, quality control
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of defective components prevents further accidems reduces the number of defects.
There is no historical data about machine’s failkweprediction using probability theory is
no reliable but preventing activities of mainterarteam should prevent the machine’s
failure. In [1], to model reliability when failuréistributions cannot be determined the
exponential distribution is proposed to use. Ingheond phase, there is a constant number
of failures. The failure-free time can be predictaad should be introduced into the
schedule. The maintenance team should know thedimpesdicted machine’s failure. In the
third phase, there are damages related to natumehime’s wear, it is a sign to replace
the machine or perform overhaul, scheduled prevennaintenance. The intensity of the
machine’s failure increases and one can estimateiil time of the last phase of the live
cycle of the machine.

5. ESTIMATION AND PREDICTION OF DISTRIBUTION PARAMEERS

Basin on data about the number of failures andraifree times of the machine in the
time periods of equal lengfha histogram is built. The histogram representsiffendence
of the number of observations and failure-free tohéhe machine work.

For the variablesX,, and Y;,, a theoretical probability distribution functionge

normal distribution, gamma distribution, exponentiag normal distribution is fitted. To
calculate the degree of goodness of fit of the eo®i distribution of X, and the

theoretical distribution, appropriate tests are liagp For example for the normal
distribution the Kolmogorov’s test is used. In thst, to check whether the tested sample is
described by the given distribution an absolutei@af difference between empirical and
theoretical distribution functions is computed. k@vthe biggest difference D the testing
statisticst [10]:

fobl = \/ﬁDn (15)

where:n— a sample size,
is computed. If the value of the empirical statistis less than the critical value of the
Kolmogorov’s distribution for a given level of sifisance, the hypothesis: the tested
distribution fits the theoretical distribution iscepted [4].

To estimate the reliability characteristics in thib period [(i —2T,iT), i=1...m+1

methods: maximum likelihood approach, empirical reatrapproach and method based on
renewal theory approach are used [4],[7],[8]. Hgvieliability characteristics for theh
period [(i -1)T,iT), i =1...m, the classical regression to predict reliabilibamacteristics for

period m+1 is used.

6. A PREDICTIVE SCHEDULING

For the production system described MOT,MPF, VDD and VBSa predictive
schedule is built. For the most loaded machindyrifree timesX,,....X;, of in theith
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period [(i -2)T,iT), i =1...m+1 have distribution with PDF; (JJ and repair times; ...y, for
i=1..m+1 have distribution with PDFsg (. MTBF, MTTF and MTTR parameters

describe the most loaded machine.
MTTR determines an average time of repair or renfailares. MTTR indicates the
efficiency of the maintenance department. MTTR lbarevaluated using [6]:

failure time
MTTR = —, (16)
numberof repairs

In this paper, MTTR for scheduling periadt+1 is:
MTTR=¢ 17)

¢ - the expected value af (I

MTTF ratio is defined as an expected value of tiofieproper working up to the
machine’s failure. MTTF can be computed [6]:

availabletime- failure time
MTTF = , , (18)
numberof failures

and [4]:
MTTF = T F(t)dt, (19)

where: F(t) probability that, beginning with moment=mT, the first failure occurs before

time t.

The MTBF indicates an average failure-free timetlmé machine. It is used for
serviceable machines. For machines that are irbpgrMTTF is used. In the article the
MTBF is used to predict the frequency of techniogpections of the machine. MTBF for
irreparable machines can be computed [6]:

availabletime
MTBF = : , (20)
numberof failures

For serviceable machines, MTBF is computed as acsUMT TR and MTTF [4]:

MTBF =MTTF+MTTR= E{Xm+L1 +Ym+Ll} (21)

E — the expected value.
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The predictive schedule is generated using therpmse Dynamics (ED) software.
The ED can simulate operation of the productioniesyswith work of each machine by two
parameters: MTBF and MTTR description. Having MT&kd MTTR the robust schedule
is elaborated by increasing a cycle time of therajoen predicted to be disturbed, by the
time of repair. The job’s operation will be distathif the start time of the operation
tr, <MTTF and the end time of the operatida, = MTTF. The start time of the operation

will be delayed iftrVj =MTTF and tz, =MTTF, the ending time of the operation will be
delayed iftr, <MTTF andtz, > MTTF:

tr,. =tr, +MTTR (22)

J J

tz,. =tz, +MTTR (23)

where: tr, .- the start time tévj* - the end time) of the operatiosj of the jobj after the

disturbance has occurred.
In the predictive schedule the technical surveythed machine is planed at the time
of MTTF.

7. THE PRODUCTION SYSTEM EVALUATION

The assumption of the TPM method is to maintain hres in the state
of productivity. The responsibility of each mainé@ce employee is to identify, monitor and
remove causes of a waste as a result of disturbabceakdowns, little downtimes, work
below a nominal performance, retooling of a machand inadequate quality. Breaks for
technical service are included in the productiohesitle. Each unplanned disturbance
causes an increase in waste. The objective is heea zero machine’s failures, zero
defects, zero accidents at work. To assess theewast to unplanned events in the
machine’s work, such as unplanned downtimes ofag®e machine cycle times the Overall
Equipment Effectiveness (OEE) indicator is applied.

The OEE indicator compares the real usage of thehima to the ideal usage,
according to schedule (16). The available timéestime duration of a shift. The schedule
includes predicted downtimes: machine failuresngimag of workers’ shift, retooling, etc.
A time of efficient production is the time of a piect production. Components of the OEE
have an impact on the waste in the production sys{8].

OEE = Availability x Performance x Quality (24)

The machine’s availability represents the percentafl scheduled time that the
operation is available to operate. An Available &ims the scheduled time of operation
execution minus unplanned disturbances.

Avalilability = Available Time / Scheduled Time (25)
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The performance of the production system represbetspeed of the production line
run as a percentage of its designed speed. Therpenice includes each loss of speed:
working with reduced speed, incompetence of theleyee.

Performance = (Parts Produced * Ideal Cycle Timfg)dilable Time (26)

Quiality is the ratio of Good Units produced to Treal Units Started. The Good Units
Is a number of products planned to produce minusnaber of defective products.

Quality = Good Units / Units Started (27)

Calculation of the OEE indicator allows to spe@fficiency of the production system.
It is good when the OEE indicator reaches 60%, stimould aim to increase efficiency
around 80% to make full use of machines and equipsne

8. SUMMARY

In this paper, the proposal to comprehensive miairgantinuity of production using
both the methodology of TPM and the methodologpretictive and reactive scheduling is
presented. Depending on the stage of the live aytlihe machine predictive scheduling
or/and TPM is recommended to use. In the first ph®ere is no historical data about the
machine’s failure so the prediction using prob#pitheory is no reliable. The preventing
activity of maintenance team should prevent the hmats failure. In the second phase,
there is a constant number of failures. The faifoee time can be predicted and should be
introduced into the schedule. The maintenance telaould know the time of predicted
machine’s failure. In the third phase, there anmalges related to natural machine’s wear, it
is a sign to replace the machine or perform ovdrhaulneduled preventive maintenance.
The intensity of the machine’s failure increased ane can estimate the end time of the last
phase of the live cycle of the machine.

In this paper, the problem of predicting times ofamne failure and repair is
considered. Reliability characteristics: MTTF, MTHFMTTR are estimated using
(17,19,21) instead of (16,18,20) because variowdrilblutions can describe variables:
failure-free time and repair time. Histograms thsltow the graphical relationship
of a number of observations and failure-free/repaies of the machine basing on historical
data are created. In Statistica program the hiatogrto the theoretical distributions:
normal, exponential, gamma and Weibull using appatg tests are fitted. After finding
distribution parameters for given past periods @xérapolates values of distributions
parameters for the next scheduling horizon usiegdgression method.

Having information about the MTTF and MTTR of thechine, robust schedule is
generated. At the time of the predicted failuresventive actions and technical survey
of the machine is scheduled.

In the article theoretical description of the rblidy characteristics are given, in the
second article a numerical example is attached.
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