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A NUMERICAL EXAMPLE OF TOTAL PRODUCTION MAINTENANCE
AND ROBUST SCHEDULING APPLICATION FOR A PRODUCTION SYSTEM
EFFICIENCY INCREASING

In the paper, the proposition of application of tmethodologies: the predictive scheduling and Tetaductive
Maintenance — TPM to increase efficiency of a puatidun system is presenteth this paper, an example
of problem of predicting a time of a bottle neckuee is presented. Using tt&tatisticaprogram, histograms
that show the graphical relationship of a numbeplafervations and failure-free times of the batibek for
historical periods are created. The fitting of thstograms to the theoretical distributions: nornexjponential,
gamma and Weibull using appropriate tests (for g@tarthe Kolmogorov-Smirnov test for normal disttiowm)

is researched. After finding distribution and settipgrameters for historical periods, for the nextesithing
horizon values of parameters are extrapolated ugiagegression method in ti&atisticaprogram. For the
bottle neck various reliability characteristics a@mputed. Having the Mean Time To Failure (MTTRda
Mean Time of Repair (MTTR) of the bottle neck, webschedule is generated. At the time of the ptedi
failure, preventive actions and technical survethef machine are schedul@the production system is modeled
in the simulation programEnterprise Dynamics 8.1

1. INTRODUCTION

In this paper, the proposition of applying two nuetblogies: the predictive scheduling
and Total Productive Maintenance — TPM to increatéieiency of a production system is
presented. The efficiency of solutions (qualityusimess of a schedule) is evaluated using
indicator: Overall Equipment Effectiveness (OEH) [3

This paper is continuation of the first part, wheéhe process of data acquisition,
models of a production system and machine failumsthod ofMean Time To Failure
(MTTF), Mean Time Between Faillu@TBF), Mean Time To Repa(MTTR) prediction,
method of predictive scheduling and method of tmelpction system efficiency evaluation
are presented.

In this paper, a numerical example is given. Ftrs, production system that produces
pulleys is described. Based on historical dataadtife-free times and repair times of the
most loaded machine and numbers of observatiorstpgriams are built; next, for
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successive periods, empirical distributions to thtcal distributions are fitted and
parameters of distributions are evaluated usthg Statistica program; reliability
characteristics: MTTR and MTTF for the next schedwylperiod are calculated; ithe
Enterprise Dynamics 8.(ED) the production system is modeled; simulationsdamge, and
effectiveness of the production system is evaluated

The objective is to obtain value of efficiency bétproduction system around 80% to
make full use of machines. The efficiency of teduction system is measured using the
OEE indicator.

2. A MODEL OF A PRODUCTION SYSTEM

The enterprise has received an order for produatfgsulleys for two car brands. The
monthly demand for each pulley equals 2084 pieces.

For the purpose of this article, the pulley mantufang process is simplified to the
operations executed on machines. The productiotersysonsists of machines:1,2,7,8 -
Production Lathes (TP), 3 and 4 - Drilling-Millinglachines (WF), 5 and 6 — Slotting
Machines (D), 9 — Grinding Machine (Sz). In thePFR (2) the processes routes are
described. In thevOT (1) the operations’ times, ,, (v; =123,w=12...5) [in minutes] are

described. In the matricedOT and MPR_a number of row represents a number of jjob

a number of column states as a number of machkineet us consider the first operation of
the first jobv, =1, the operation is produced on machimel (TP1) and the duration time

equalsa,, =8 minutes. Butch sizes of jobs are described in tB&Mn the VBS, a number
of column states as a number of joll-or example the butch size of jphl equals 2084

3).

502 20304
voT<| 8015020503, o [ 102030405] 1.2)
0801502053 010203045
VBS= 2084 2084 (3)

In the ED, the production system described by: MOT, MPR, VB2,3) is modeled.

In order to identify the most loaded machine omausation of the production process is
done. The TP1 and the TP2 are bottle necks. MTTdeseo be predicted for each bottle
neck and the objective to obtain the OEE of thdldateck around 80% needs to be set.
Every unpredicted failure of the bottle neck mastwiib the production process.

First, the objective to obtain the OEE of the TIiR&uad 80% is given. It is possible by
reduction of a number of the TP2 failures. Histakidata of the number of failures, failure
free times and repair times of the TP2 were cal@cData are essential to predict the
failure-free time and repair time for the next stleng period and to evaluate the OEE.
Past and future efficiencies of the TP2 evaluatsidguthe OEE are compared and issues
affecting reduction of the OEE are emphasized.
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It is assumed that there are 7 successive timegsedf the same durations, for which

the information about numbers of detected failuresl failure-free timesX;,,,... X,y .

of the TP2 (=2) in the ith period [(i -1T,iT), i=1...7 is presented in Table 1. Each

scheduling period - “time window” takés=1020 hours.
After the failure of the TP2occurs, a repair tim& ,,, begins immediately ikth sub-

period of ith period. In Table 2 repair timey ,,,...Y,, ~of the TP2 ini=1..m+1
scheduling periodli -1T.iT), i=1...5, are presented.

Table 1. The failure-free times @1 machine (the TP2) in théh period

z
E

Xi21 | Xi22 | Xi23 | Xi24 | Xi2s5 | Xize | Xi27 | Xi2s | Xi29 | Xi210 Xi211 Xi2,12 Xi,2,13

13 72 70 72 75 77 70 75 70 77 70 71 70 75
13 67 71 76 71 67 71 74 76 71 73 67 71 76
12 74 77 74 77 80 74 83 77 83 78 78 80
13 67 70 76 82 67 64 78 70 78 82 78 67 64
12 72 80 72 87 76 87 74 80 76 72 80 74
13 66 66 68 72 83 68 72 78 66 70 83 78 70
12 86 65 84 73 85 65 84 73 76 84 76 87

~N| O O M| W N

Table 2. The repair times @ machine (the TP2) iith scheduling period

I Niw | Vier | Yiez | Vies | Yiea | Yies | Vies | Yie7 | Yizs | Yieo | Yiztwo | Yiew | Vi | Yizis
1113 6 4 7 6 3 7 2 6 7 5 5 8 10
2 |13 6 14 | 8 2 5 3 12| 4 5 7 2 13 8
3 |12 4 7 8 6 14 | 6 8 10, 3 12 3 4

4 113 5 10 | 8 3 13| 5 4 7 3 7 7 2 3
5 |12 8 14 | 4 10 | 4 8 14| 8 2 5 8 5

6 | 13 14 | 7 2 5 6 9 4 5 12| 4 2 6 4
7112 12 | 4 6 3 14| 5 6 10 2 8 5 7

In order to predict the production system behaworthe next scheduling period
[7T,8T) one has to model the behavior of the productiostesy in theith period

[i-27,iT), i=1..7. We search for a distribution function for failtfree times
X, 510X, @Nd repair times’ ,,,...,,, - of the TP2 in théth period((i ~1)T,iT), i=1..7.

3. DISTRIBUTION FUNCTION SELECTION

In the Statistica program, for the data of Tableistograms that show the graphical
relationship of the number of observations andf#ilere-free times for seven periods are
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created. For the data (histograms) following disttions: normal, exponential, gamma and
Weibull using appropriate tests are fitted. Thedgsams are presented in Fig.1,2,3,4.

scheduling period 1 = 13*1*nomal(x; 72,6154, 2,735) scheduling pericd 2 = 13*1*nomal(x; 71,6154; 3,305)

5 5
4 4
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1 1
o 0
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&7 it i) 70 m T2 73 74 75 76
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w
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stheduling pericd 3 = 12*1*nomal{x; 77,9167, 3,1467) scheduling peried 4 = 13*1*normal(x; 72,5385; 6,6535)
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scheduling peried 5 = 12*1*normal{x; 77,5; 5,3852) scheduling period & = 13%1*normal(x; 72,3077; 6,1966)
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Fig. 1. Histograms with the normal distributionifithistorical periods =1,...7
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If the p-value is bigger than the accepted leved, ltypothesis: the tested distribution
fits the theoretical distribution is accepted. Tieeel of significance is a measure of the
reliability of a representative sample for the enstudy population [5]. It is assumed that
the level of significance equals 0.05. For sevemedaling periods, histograms with the
normal distribution fit are presented in Fig. 1.

Visual assessment of exponential and Weibull priibalolensity functions indicates
that the data do not fit to the theoretical disttibns, and therefore examples of functions
only for 2 and 6' scheduling periods are presented. In Fig. 2 hiatng with the
exponential distribution fit are presented. In RBdaistograms with the Weibull distribution
fit are presented. In Fig. 4 histograms with then@e distribution fit are presented.

scheduling peried 2 = 13*1*expon(x; 0,014) scheduling period 6 = 13*1%expon(x; 0,0138)

- 3 |
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&7 68 €9 70 il 78 : 66 67 63 60 70 71 T2 T3 T4 T5 V6 V7 76 T9 8D &1 &2 83

Fig. 2. Histograms with the exponential distributiit

scheduling period 2 = 13*1 *weibull(x; 74 8839; 2 2875; 0) scheduling pericd € = 12*1*weibull(x; 75,15842; 12,1283; 0)
4
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Fig. 3. Histograms with the Weibull distribution fi

scheduling period 2 = 13*1*gamma(x/0,1413; 506,5508/0,1413 scheduling period & = can not match the data to a chart
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Fig. 4. Histograms with the Gamma distribution fit
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Analyzing shape of the distribution functions ahd values of the significance level,
the most fitted distribution is the normal distriimm. Quite a good fit has the gamma
distribution, however, for the sixth schedulingipdrthe distribution function is not build
(Fig. 4), moreovemp—values for the gamma distribution are greater tfmanthe normal
distribution (Table 3).

In Table 3, the p-values for the best fitted dmitions: normal and gamma are
presented. The—values for the normal distribution deviate frome thccepted value
of significance level - 0.05 in the two schedulipgriods, but only one of them is
a significant difference (for first period). Foretgamma distributions results are not
reliable. In Table 4, values of parameters of ndmigtribution N (W ,0 ) for failure-free
times are presented.

Table. 3 p—value forith scheduling period

scheduling period 1 2 3 4 5 6 71
p for normal distribution 0,0123 0,0633 0,1825 ®08 | 0,0521 0,0390| 0,0572
p for gamma distribution 0,0975 0,1413 0,1157 06b61| 0,3335 | ------- 0,7752

Table. 4. Values of parameters of normal distritmgi N, vi>) andN (Wi2,02)

| 0i2 Yi2 Hi2 Gi2

1 5,85 1,57 72,61 2,78
2 6,86 4,04 71,61 3,30
3 7,08 3,53 77,92 3,15
4 5,92 3,17 72,54 6,65
5 7,5 3,80 77,50 5,38
6 6,15 3,60 72,30 6,19
7 6,83 3,61 78,17 7,96

Analogous steps should be repeated for the variabfmir time of the TP2. It is
assumed that the variable Y is normally distributetth parameters N o, vi2). In Table 4,
the values of parameters of the normal distributin; ,, vi>) describing repair times are
presented.

4. PARAMETERS OF A NORMAL DISTRIBUTION PREDICTION

After finding estimators@,,....0.,, VisiVimzr Hizr-oldn, and op,,..0,, we
extrapolate value®,..,, Vi, » 4w @andao,,,, for the next scheduling horizon using the
regression method in tt&tatisticaprogram.
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mi =71.75843+0,57"%-0,03%"2: 0,85 Prz.Pred

fi= 5.7471+0,45217%-0,0479""2: 0.85 Prz Pred

Fig. 6. Linear trends
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To obtain the analytical form of a trend functiographical analysis is performed. It is
based on: observation of empirical points, desegbvariables:gi, y i M2 o i2 for
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scheduling periods in the coordinate system, asdareh if the points “group” along the
curve describing the trend sufficiently well. Fon@othing time series into a linear (Fig. 6)
and square (Fig. 5) functions, the least squaresades used.

To confirm the hypothesis: that the square functias the best fit, the coefficient
of determination (B and residual sum of squares (RSS) are calcul&eds a measure
of the ability of the model to predict future vatuof parameter. RSS indicates a fit of the
model to the data (the smaller the better) [5]. Bos purpose, the option "advanced
models” in "Nonlinear Estimation"” iStatisticaprogram is used. Results are presented in
Table 5. We noted that the’Rs larger, and the RSS is smaller for the sqdianetion.
Therefore the hypothesis is confirmed.

Table 5. B and RSS for the regression functions

Parameter Linear function Square function
R® RSS R RSS
U 0,2036 43,468971429 0,2050 43,39337142¢
o 0,8164 4,454253571 0,817b 4,427109524
® 0,0563 2,253871429 0,1368 2,061485714
y 0,2684 2,955196429 0,4951 2,039566667

WUy 2 parameter

Model: v4 = ¢ +a*v1™2 + b *v1
y=(71,784285714093)+(-,0300000000818)*x**2+(,87000000044202)*x
79

7
I
6
75 L
74
73

21

o1 4 parameter

Model: v5 =c +a*v1™2 + b *v1
y=(1,9099999787163)+(,01797619037732)"x**2+(,69726190894736)"x

71
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¢ 1.4 parameter y 12 parameter
Model: v2 =c +a*v1™2 + b *v1 Model: v3 = ¢ +a*v1™2 + b *v1
y=(5,7471428571463)+(-,0478571428568)"X**2+(,45214285714046)"x Y=(1,2914285714702)+(-,1044047619025)*x**2+(1,0320238095024)"x
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Fig. 7. Smoothed trends of squared functions deisgriparameterg;» yi» Mi2 oi2
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Each square function (Fig. 5) is filtered from th@ise, and the data are transformed
into a smooth curve, unbiased by deviations usimg least squares method. In Fig. 7,
smoothed trends of squared functions describingrpetersy;, v, W2 oi», are presented.

Having the smoothed square functions (Table 6)iptien of X,,, andY,,, for the
next scheduling period (7T, 8T) is done. In schedulperiod i=8, variable X,,, Is
described by normal distribution N{p,c g), where |4, = 76,824 andc g~ 8,639, and
variableY,,, is described by the normal distributiong¢, v 52 ), whereeg = 6,301 and

= 2,866.
8,2~ &
Since the variables: failure-free time and repaiethave only positive values, normal
distributions describing these variables must imitdid at the point O.

Table 6. The prediction of the values of parametéthe normal distribution describing variable
Xgoi andYg,, fori=8

The equation of square functions  Result

{=—-003x* + 087x+71.7843 76.824

0 =0.018¢* + 0.6973+1.90999 8.639

¢ =-0.047% + 0.4521x + 5.7471 6.301

y=-0.1044x* +1.032x+1.2914 2.866

The probability density function (PDF) of the cudrmal distribution N(jy ,6 iw) IS
[1]:

)= @)

where: f(t)- the PDF of the normal distribution N4 i.w):

{(enp
f (t) = {U—jﬁ}e { 2" } (5)
F(t) - the DF of the functiorf (t):
¢ | (=u)f
F(t)= jL \/12_”}[ Lo (6)

and the distribution function (DF) of the cut notrdastribution N(Y,, ,0iw) (limited to the
case of positive values of a random variable):
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110

S(t) = j

t{(l-H(

1

0)

)a@r}e_

(7)

Analogous step we do for the cut normal distributM(pg », Y52 ). In Fig. 8, following
graphical functionsg(u) - the PDF of the limited normal distribution ¢d(z, v 52 ), g(u)-

the PDF of the normal distribution N(.,6 i), G(u) - the DF of the functiorg(u) and
Q(u) - the DF of the limited normal distribution §i, y s» ) are presented (instead

of equations).

10
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01 "
g : I\ G(w)"-
ol ==
0 )
8 5 10 15 0
1}
0.2 1
0.5
0.1
q(u) gu) g
h
-0.5%
-0.t -1
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10

15

Fig. 8. The PDF and DF of the normal distributigfu) and G(u)) and cut normal distribution (q(uila(u))
describing the variabl®;,

Corrected variableX,,, is described by the cut normal distribution N{ 5 ), where
Hg2 =76,824 andos g =~ 8,639, andy,,, is described by the cut normal distributionpplf, v

8.2 ), Whereopg = 6,301 and/ g = 2,866. Values of the parametexs,, y g » Hs 2 0 g2 are the
same as before limitation at the point 0. Singg, >>1, y,,>>1, the cut normal

distributions and normal distributions almost cadiec
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5. PREDICTION OF RELIABILITY CHARACTERISTICS

Below, the formulae for the most important relidgpilcharacteristics are presented,
with the assumption that (u)=s (u):
(1) the probability that, beginning with moment=mT, the first failure occurs before
time t (9,first article) (Fig. 9a).
(2) Reability function R(t), that gives the probabilttyat, beginning with momen{ =0,
the production system is not disturbed beforeithe t (10, first article ) (Fig. 9b).
(3)  Probability P that in the intervaj609d0[7T 8T), there occurs at least one failure (11,
first article) (Fig. 9c).
(4) Failure intensity functiom(t) (12, first paper) (Fig. 9d).
(5) The value of failure intensity functiof (13, first paper) (Fig.10). The TP2 is in the
second stage of the live cycle.
(6) Reliability function estimated basing on failuretansity functionr(t) (14, first
paper) (Fig. 9b).

\\
\
0.4 0.8
0.4 0.6
F(t) R(1)
04 04 \
0.2 0.2
0 AS
20 40 60 80 100 120 20 40 60 80 10C 12C

t t

a) The probability that, beginning with momegt=mT, b) The probability that, beginning with momelgt=0,

the first failure occurs before tinde the production system is not disturbed beforeithe t
0.8 0.8
0.6
P(1) o) °° /
04 o4 //
0.2 0.2 /
60 70 80 90 0% 50 100
t t
c) Probability P that in the interva[609q D[TI' ,8T) d) Failure intensity function

there occurs at least one failure

Fig. 9. The reliability characteristics
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delta n/delta t

Fig. 10. The failure intensity function

MTTR determines the average time of repair or reerfadures (17, first paper).
MTTR = 63. (8)

MTTF ratio is defined as the expected value of wagktime of the machine up to the
machine’s failure time.

MTTF = E{X .11} = U, = 76.824 (9)
The MTBF indicates an average failure-free timéhef machine (21, first paper).

MTBF =83.124 (10)

In the eighth scheduling period, the average failiree time equals 76 hours 49
minutes and the average repair time equals 6 Hdimein. Having the values of reliability
variables, the availability (25, first paper) o&tfhP2 for the future scheduling period can be
computed:

MTTF  _ 76824 _ oo, 1)
MTTF+MTTF  76.824+6.3

In the eighth scheduling period the TP2 will beide by 92,4% of time.

6. PRODUCTION SYSTEM MODELING

In the ED, the production system described by: MOIPR, VBS (1,2,3) is modeled.
Fig. 12 represents the layout of machines. Opearatiomes [in seconds] are introduced in
the objectTable of CzgFig. 11).
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i~ Dimension: |
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1 90 120 300 180
2 480 30 120 300 180

Fig. 11. Operation times

Fig. 12. Layout of machines of the production syste

Objects ofAvailability Controltype: Availability Control Time Schedule Availability
are introduced to the model of the production syste control availability of the TP2.
Objects are green or red, the green color indidategsthe object switches his controlled unit
on, the red color indicates that the union is dwattoff. During the TP2 failure the objects
are red.

M 1 2 3 4 {72 Table of Time Schedule Availability23 = |E
o 0 Filn_s E-:!it Wigw
N~ Lo N r—Dimengion:
' o| = o
[os} 0 0 [0} Bows: IS Columns: 2
LL o~ 0 foo) — Time: Down=1
F| @ o &| o 1 0
© (o] (o] ©
S ~ ~ ~ ~ 2 hr[7E.82] 1
3 hi[83.12] i
o 4 hi[153.67] 1
= o N~ e} ™ 5 hr(159.94] 0
E ™ N N N B hi(230.55) |1
© © © © 7 hiZ36.81 |0

Table 7. MTTF and MTTR Prediction and introducinghte ED program

Basing on the equations (Table 6) we predict MThHE MTTR for 4 scheduling sub-
periods (=1,2..4) ofm=8 scheduling period, results are presented iner&abIMTTF and
MTTR [in hours] are introduced to the objéeliime Schedule Availability'0" determines
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failure-free time of the TP2, and "1" determinesawailability time the TP2 because

of repairing work after the failure has occurrediring the time from 0 to 76.81 hours, the
TP2 is working properly, at 76.82 o'clock thereaidailure and repair time equaled 6.30
hours, next the machine operates properly throu@B57 hours to 158.67 hours

of simulation. The horizon of the schedule avallgbtakes 255 hours because of software
constrain.

7. SIMULATION AND PREDICTIVE SCHEDULE GENERATION

Terminal condition of the simulation is productiohbutch size equaled 2084. After
introducing MTTR and MTTR, the availability of TR measured and presented in Fig. 13.
After the production of 539 products the availapibf TP2 equals 99.99%, after the first

Status overview of T2 Status overview of T2

Busy: 92 6454034741403%

Busy: 99.9961311200183% Iclle: 0.00386857398173541%

Icle: 0.00324001609777542%

[Met Available: 7 39835650976145% |

Availability of the TP2 after production of produs39 Availability of the TP2 after first failurend production
of product 596

Status overview of T2 Status overview of T2

Busy: 52 3709854340453% Busy: 82.2516584110066%

Idle: 0.00168552308027509%

Mot Available, 7 71720155227T833%
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Fig. 13. Availability of the TP2 during simulations

failure and production of 596 products the avaligbiof TP2 equals 92.64%, after the
second failure and production of 1142 productsatvelability of TP2 equals 92.37%, after
the third failure and production of 1688 produtts availability of the TP2 equals 92.28%.
After the production of 2084 products the TP2 iailable by 87.02 and idle by 7.03%.

In order to increase the availability of the TP2 tmaintenance team should make
technical inspection of the TP2 before the failigepredicted to appear. The predictive
schedule represents times of the TP2 failure apaireand how much the start times
of successive operations will be deleted if thstfiailure occurs (compare Fig. 14 and
Fig. 15).

Production Overview

T2 4

—
WF4 ] —-I—I—[Fl—il+I—I-I—I-[Fl-F-I—IE—I-l—I—I}l—r-I—I—I-I—EI—[Fl—I—+I—Il—l—I}-i—l-l—I—Il—I—I}4—I-I-EI-I—-I-I—[F1—I+I—|—-‘|—I—I}4—I-I—I—I—l-——4:
CE4 - B80T B -0 0 -0 O A0 -0 D - F 80 00 -0 -0 F -
= T84 l-:l_---]----:I----:I----j----:l--—--:l----:l--
% e lll[l'-l{ll:lcll[lll-lmml[lcl-l{ll:lcllllclll{lml[ltll.ml:ru.[lclllcll:lu.l:lcll.cll}tl.l:lulIEllH:lIl:l
T T

WEE 4 -0 - I-I]—I] b0-0 - HHI BA-0-04-F 4 0-04- |1 FA-F0-048-0 I-I B0 0B I-I]—l] FA-0-B1-B 0 H I-04-8-10-H4-0-
DS - 0-0-00-0 0 0-B0-0-F4- IHH] BO-0-0 -0 4 0-00- 00 8-0 0 08 0- I-ll D005 0-0 8- 0-F0-0-00-06 0-0 000 0-0 4 4-0 0 08 4
T7 4 -]--]I:EI-]--ZH:D-]--:II:D-]--]ED-]--]ED-]--:IED-]--]ED-]--]ED-:I

275 000 280 000 285 000 290 000 295 000 300 000 305 000
Time

Fig. 14. The Gantt’s chart without failure of thBZ
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Fig. 15. Gantt’s chart after the first failure betTP2

8. EVALUATION OF THE PRODUCTION SYSTEM

To assess a waste due to unplanned events in tRs Werk, such as unplanned
downtime or too large machine cycle times the QVdtgquipment Effectiveness (OEE)
indicator is computed. Calculation of reliabilitydicators allows the verification of the
production system and production schedule, techm@ntenance of machines, and can
reduce the occurrence of disturbances in the ptmituprocess.

Let we assume that the time of the TP2 operatiddbisiours (after the first failure),
the time is reduced by a time of break of machiogsrator, break between two shifts,
setup times, maintenance. In"7Bour of simulation, the failure of the TP2 is glicted,
thus a technical review of the machine is planmeddrry out. The avialiability of the
production system equals:
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Availability = % [100% = 9258. (12)

In order to calculate the performance index, inecessary to determine the Ideal
Cycle Time of the production line No. 2. The cytilme of the operation on the machine,
which is a bottleneck determines the rhythm of gheduction line. The Ideal Cycle Time
of the production line equals 8 minutes. Numbepmfducts executed during the 85 hours
of simulation equals 589 (Fig. 16), therefore:

589(0.133h|
Performane=mlﬁl00’/o= 9953 (13)
content throughput staytime
name current average input  output average
Cza u] 0.ooo i i 0.000
P1 u] 0000 u] u] 0.000
P2 u] 0000 u] u] 0.000
Sourcel 1 0a7a E39 G35 469,263
Sourced 1 09 =) 281 S07 580
™ 1 1000 B35 E37 4300000
T2 u] 0000 u] u] 0.000
T2 1 1000 591 580 51844
WF3 u] 0187 G37 G37 90.000
WF4 u] 0174 280 280 90.000
D5 u] 0250 E37 E37 1200000
111 1 023 580 589 1200000
Product 1} 0.0o0 ul ul 0,000
Product u] 0.a0o u] u] 0,000
T7 1 0793 637 636 381.509
T8 u] 0749 529 589 380338
Wa 1 0720 1225 1224 1800000
Sink18 u] 0.a0o 1224 u] 0,000

Fig. 16. Summary report after 85 hours of simolati

A number of defects is estimated at 1% of productoutch, in this case it will be
589=6pieces. Therefore:

Quality = 58976 11 006 = 9898, 14
58¢
The OEE indicator equals:
OEE = Availability [ Performane[Quality [100% = 9152 (15)

The high value of OEE indicator results from thet fihat the time available was reduced by
the time of the technical review / repair of the2TFAssuming, that there has been
unplanned TP2 failure, the following formula i®posed to use:

Performane = %]?ﬂ [100% =92.16. (16)



78 Iwona PAPROCKA, Dorota URBANEK

Then the OEE would be:

OEE=8439 (17)

At the predicted time of failure, maintenance sayiactions to prevent the failure should
be planned, to increase the value of the OEE. énrésearched problem the value of the
OEE increases from 84.39% to 92.16%.

An enterprise objective is to minimize any typewdste. At the time of unplanned
machine failure, the production is broken, whieluces the OEE. To increase the number
of executed products, schedule robust to distudmns proposed to apply. The robust
scheduling bases on rescheduling heuristics - poédicted to be disturbed are rescheduled
on parallel machines available. After repair angtheduling times, the schedule returns to
the steady state - before the machine failurehénperiodpredicted to disturb, operations
are scheduled according to rule Minimal Impact atirbed Operation on the Schedule
(MIDOS) [2]. Quality robustness is measured as\aati®n between makespan of reactive
and predictive schedules [4]. The deviation is miged which helps to obtain the steady
state of the schedule.

9. SUMMARY

The objective to achieve: zero machine’s failueesp defects, zero accidents at work
is possible to obtain if the MTTF is known. To asswastes due to unplanned events in the
machine’s work, such as unplanned downtime or abgel machine cycle times the Overall
Equipment Effectiveness (OEE) indicator is applidthe OEE indicator describes the
efficiency of machines and devices in the productsystem. The key objective of the
calculation of this indicator is to develop guidels how to improve the production
processes. In this paper the method of the MTTF MiidR prediction based on theory
of statistical inference is presented. The preskemtethod consists in knowledge acquisition
from historical data about failure-free times aagair times.

In the production system two products are executesl efficiency of the production
system decreases from 91.52 to 84.39 if the fadfitée bottle neck is not predicted.

In the presented production system there are twibelhwecks: TP1 and TP2. Activities
done for the TP2 described in the paper shouldlzstone for the TP1.

In this paper, the problem of predicting a timer@fchine failure is considered.

Using the Statistica program, histograms that show graphical relatignssf the
number of observations and the failure-free timeghe bottle neck for seven periods are
created. The fitting of the histograms to the tlke&oal distributions: normal, exponential,
gamma and Weibull using appropriate tests inStagisticaprogram is tested. After finding
distribution parameters for seven periods we exledp values of parameters for the next
scheduling horizon using the regression method hea $tatistica program. Having
distributions describing the failure-free and repianes of the bottle neck various reliability
estimators are computed: the probability that, fr@igg with momentt,, the first failure
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occurs after given time, reliability function, pdhblity that in the interval[f,g], there

occurs at least one failure, failure intensity fiimr.

Having information about the MTTF and MTTR of thettbe neck, robust schedule is
generated. At the time of predicted failure, préwenactions and technical inspection
of machine are scheduled.

The production system is modeled in the simulapoomgram -Enterprise Dynamics
8.1 In the production model, elements of the grdwailability are introduced to control
unavailability of the bottle neck. The bottle naskunavailable at time when the failure is
predicted.
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