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DATA INTEROPERABILITY FOR RECONFIGURABLE MANUFACTURING
PROCESSMONITORING SYSTEMS

The ability for manufacturing organisation to begensive to changing market conditions is impeeafor
sustainable market competitiveness, and enabliify meservation. Responsive behaviour requires the
incorporation of not only robust sustainable maotfdng process chains, but the functional capatity
facilitate reconfiguration and adaption. Manufaittgrprocess chains require process monitoring amdlition
based monitoring systems to achieve high accuraayufacturing systems, sustainable production céipabi
and resource efficiency. The focus of this resedsctaimed at developing a novel data interopeitgbili
architecture to enable the creation of reconfiglergirocess monitoring systems. To achieve recordiga
process monitoring capability an information comioation paradigm known as agent based design is
reviewed, and an emerging agent based standardrkaswITConnect is also reviewed. Through this nesea

a novel data interoperability system is developed aefined to enable dynamic data acquisition for
reconfigurable process monitoring. A case studgaisied out to demonstrate the validity of the @ssfture to
achieve multi data stream unification. This casalgtdemonstrates the ability to actively conditimonitor

a HURCO VM2 three axis CNC machine dynamically,otlgh the measurement of machine energy
requirements and vibration, which are examplesrotgss variables associated with condition basechima
monitoring.

1. INTRODUCTION

Since 1976 machining process monitoring has beentaresting topic for engineers
trying to understand machine actions and subsequeanttions [1]. Since then
manufacturing processes and interconnecting procieass have become more complex
through the exponential rise in the advancemenndstrial technology, and the need for
Reconfigurable Manufacturing Systems (RMS) thatvigt® manufacturing responsiveness
to changing market conditions [2]. New challengesdme present with the introduction
of these changes, as the performance of these emmplnufacturing structures is
dependent on their ability to be adaptive withiternal and external environments [3].
Subsequently this diversity and requirement foxillkee application is prevalent in process
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monitoring, as the ability to measure reactive @ets may remain the same, but the ability
to interpret these values effectively for a chagggmocess, may not. Process monitoring
systems must become adaptable to their new proggessanufacturing systems and process
become more flexible and adapt to their new enwvitemnts. Process monitoring systems
must adopt similar practises to the machines thatt@ be monitored, meaning process
monitoring systems must become reconfigurable lmwvafor adjustment to new process
components and operations. Reconfiguration requeatires to allow for current system
changes and must also allow for the incorporationew elements from new components
that have been included in the process, ultimagriguring interoperability within the
system. Process monitoring reconfiguration not ofdgilitates RMS but all standard
manufacturing systems, as functional reconfiguratenables the adaption of process
monitoring systems to different manufacturing syse while enabling the flexibility
required in RMS to meet a changing process. Thikwons at outlining a novel approach
to achieving data interoperability for reconfiguelprocess monitoring systems. An
introduction to process monitoring and process tooimg systems is provided, followed by
a review of a developing paradigm known as agesédhalesign that is aimed at handling
complex system interactions. An engineering stathdamown as MTConnect is also
reviewed as it utilises agent based ideologieténaim of achieving unified manufacturing
process monitoring connectivity. The resultant aesle concludes with the introduction
of a novel architecture for data interoperability fan agent based process monitoring
system, and a case study that provides a reaklfieesentation of the developed architecture
in @ machining environment.

1.1. PROCESS MONITORING

Predominantly process monitoring incorporatesraai measurement, which utilises
auxiliary measurements from other process variatdesorrelate reactive effects to scaled
measurement parameter deviation. A recent CIRP dteypaper Teti et al [1] provided
a comprehensive study on machine process monitaitlagtrating core fundamentals and
state-of-the-art developments. Through this worlocpss monitoring is able to be
characterised into the following steps; (a) Measwnet, physical hardware, e.g. sensors, for
measuring the physical process parameter, (b) Admn, interconnecting hardware and
software elements for providing high speed datauiadgpn from the sensor to
a computational device, (c) Filtering, mathematrmoahipulation of data for specific process
feature extraction, (d) Analysis, methods, techegjand algorithms for variable correlation
of required process attributes, (e) Decision Supmubsequent methods, techniques and
algorithms appertaining to identifying the requiredrresponding process action from
analysed results, (f) Closed-loop control, hardweand software elements associated with
facilitating corrective action from decision suppdunctions. Each step along this
sequential path has received varied academic searer the past decade, and will
continue to receive further r esearch as it has lsated that the future enhancement
of machining systems and their operation perforraamdll vitally depend upon the
development and implementation of innovative semsonitoring systems [1]. New data
manipulation algorithms and paradigms have l@e¢opic of extensive research to show
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how data can be filtered and used to identify KegcBss Indicators (KPI's) for decision
making support [4],[5],[6]. Additionally ongoing drrecent technology advancements have
and will continue to improve the availability of quess data, and capacity to be fused
together [7-10]. This continuous industrial pushrftachine optimisation is highlighting the
need for the continuous research into the variowggss monitoring steps, but is also
identifying the need for more unified process mamitg solutions. These unified solutions
do not just consist of one previously defined pssceonitoring step, but all the combined
steps to create adaptable sustainable processamngitsystems. The realisation of such
systems requires the integration of hardware artlvace, incorporation of multiple
hardware/software item collaboration, each reqgitimeir own local operational structure
and global interaction communication methods aral geeking ideologies. Throughout the
past 20 years a conceptual paradigm has been emetgi handling this complexity
of providing sustainable operation and implemeatatfor distributed multi functional
systems. This paradigm consists of interactivetiestknown as agents that form networks
to complete localised goals and network wide goals.

1.2. AGENT BASED DESIGN

Agent based design is a paradigm of informatiommainication technology [11].
Agents aim to address autonomy and complexity tjinoadaptive capabilities allowing
agents to be resilient to changes and disruptiexisipit intelligence and are distributed in
nature. Agents are individual problem solvers wathme capacity of sensing and acting
upon their environment, for deciding their own c®ipf action, as well as communicating
with other agents. Depending on the problem andadola resources/technology agents can
apply various faculties of problem solving, inclugisearching, reasoning, planning, and
learning [11]. Agent based software and the conoéptulti agent systems has been in
ongoing development since the 1980’s [12]. Onehef most important concepts around
agent based design is the capability to interath wiher agents in order to satisfy design
and configured objectives. These interactions alkyents to separate themselves from
passive programming entities, allowing agents tosben as semi-autonomous entities.
A passive programming entity has a state and cdorpe operations, while an agent has
a state and can perform operations, but this state operation can be influenced by
interactions via communication to multiple age#sviulti Agent System (MAS) is formed
by a network of computational agents that interad typically communicate with one
another. The decisions and actions of various agemtMAS’s are not necessarily
influenced by interaction. However a MAS can ocoaally solve problems that are beyond
the limits of the competence of the individual agerirhis interaction between agents
requires coordination between agents with a regdldkow of information between the
agent and the surrounding environment. This requige defined direct or indirect
communication medium, or language. MAS design amedetbpment has been well
documented over the past four years. In 2009 Leil&) carried out a state-of-the-art
survey reviewing agent based design, reviewing ecdirrresearch developments and
industrial implications. In this work Leitdo idefitid the lack of industrial adoption of agent
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based architecture. In 2011 Leitao and Vrba [14jtiooied this survey collating all agent
based industrial applications in the manufactudognain, in the logistics domain, and in
other domains that included dynamic reschedulingglligent decision support, and energy
demand forecasting. Additionally multiple Européamon (EU) research and development
projects were reviewed; ArchitecturE for Sericeedted Process (AESOP) monitoring
control,InteGration of pRocess and quAlity Conueing multiagEnt technology (GRACE),
Instantly Deployable Evolvable Assembly SystemsEHNS), COSt-driven adaptive factory
based on MOdular Self contained factory units (C@&)| Soft Collaborative Intelligent
Systems (COLLIS.EUS), Cooperative Objects NetwdrliExcellence (CONET). In 2012
Barbati et al [15] provided a state-of-the-art synof agent based models for use in
optimisation problems. The result of the reviewniifeed the use of agents for solving
complex scheduling problems and supply chain plaproblems. As can be seen from the
previous research summaries agent based systemsermrg designed and continuously
developed within an array of different manufactgrsectors for complex problem solving.
The recent development and developments assoacidtiedhe EU project AESOP outlines
the forward direction for large scale machine canéind process monitoring systems with
unified architectures, and cross plant layer seraented collaborations [16]. Additional
to research endeavours a more standardised erdsy elvolved, associated with the
standardisation of machine monitoring through usagent based technology, known as
MTConnect [17].

1.3. MTCONNECT

MTConnect is an open, extensible, and royalty fedard, that outlines a universal
factory floor communication protocol for the shdpadir environment, that enables users to
link data from shop floor machines to software aations used to run their businesses
[17]. The MTConnect protocol is based on standarternet technologies, such as;
HyperText Transfer Protocol (HTTP), and eXtensiMark-up Language (XML). The
standard sets out a structure of five fundamentahponents which interact with one
another (Fig. 1); (1) Device: represents a piecequiipment, commonly a machine tool or
a data source, (2) Adapter: an optional piece &ivsme/hardware that provides a link or
conversion from the data source and proprietarya dagfinition in the device to the
MTConnect data definition standards, (3) Agentiex@ of software that collects, arranges,
and stores data from the device or adaptor, witgle @eceiving requests for the data from
external applications, and processes the requedigther transmit the required data, (4)
Network: the physical connection between a datacgoand the external data application,
(5) Application: the actual requestor and consuofiéTConnect data.

The operational functionality of an MTConnect gystcan be summarised with the
following definition; MTConnect organizes informati and data from a data source,
typically a machine, into an information model tdafines the relationship between each
piece of data and the source of that data [18}thEumore, this information model allows an
application to interpret the data received fromatadsource and correlate that data to the
original definition, value, and context. MTConnestis the solution proposed by the
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committee known as the Shop Floor Connectivity ViftigkGroup, to solve the problem
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Fig. 1. MTConnect component interaction topology

of how to connect to existing machine tools and neachine tools. The distinctive
difference of MTConnect compared to the numeroummanication solutions available,
such as; OMAC, Cam-X, OPC, is that MTConnect isfits¢ standard to define a dictionary
for manufacturing data, meaning that data from ipleltmachines will have common
definitions, e.g. name, units, values, context. Miitect can be seen to provide an array
of different functional problem solving abilitieoorf addressing machine tool process
monitoring requirements, such as; production daatbor monitoring, alerts, equipment
availability and usage, machine downtime analy®igrall equipment effectiveness, overall
equipment effectiveness, production reporting/tiegk maintenance tracking/planning.
Examples of these applications can be reviewed@part generated by the National Center
for Defense Manufacturing and Machining (NCDMM) amtie Connecticut Center for
Advanced Technology, Inc. (CCAT) contracted witle tdTConnect Institute, which was
aimed at evaluating the MTConnect standard andvaodt applications that use MTConnect
data to address sustainable aerospace manufacfl@g

The MTConnect standard has clear influences fraggant based models, these
influences can be seen in three points. Firstly Mii@&ct simply uses the word agent to
represent one of the standards fundamental comgon&econdly MTConnect has
identified the benefits of agent based design ftjinothe adoption of the functional
capability to achieve entity interaction to satisfgsign/configured objectives. The data
communication structure present requires severapoments to continuously communicate
with one another in a hierarchical way to achiexeal system goals and global system
goals. Thirdly agent based design incorporatesséparation of application functionality,
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and incorporates servicing functional capabilitrath entity sub-systems interoperability.
This distribution of function removes repetitiontn the MAS, allowing multiple entities
to achieve their goals through interaction. Thiatdiee can be seen at the base of the
MTConnect hierarchical communication structuretresadaptor components allow agents
to acquire data from multiple sources and formad dhata into a way the agents can
understand. This feature facilitates an open sooocgiguration for the agent to monitor
multiple data sources, allowing it to be highly piddble to an array of different
environments through plug-and-play functionality.

1.4. AGENT BASED DESIGN AND MTCONNECT CORRELATION

MTConnect has clear influences from agent basesgde but does not comply to
some of the core fundamentals, including; resilienthanges and disruptions, exhibiting
intelligence, problem solving, etc. Instead MTCartnbas recognised some key traits
of agent based design that would be of most betefirocess monitoring systems, which
include; segmentation of system functions into aatous entities, and element interactive
communication. MTConnect then builds on this amsttitre to produce a connectivity,
communication and structural standard for dataaperability for machine tools. Primarily
the MTConnect standard outlines the method and umedor system interactions, which
incorporates HTTP and XML, however for the sub-sgstlements, such as the adaptors,
which provide a conceptual plug-and-play interopgity solution, is not defined. The
method for achieving this is left up to the developf the monitoring system. The benefits
of this can be seen in the openness of the sysidia tleveloped in multiple ways, as long
as the result is further converted for MTConneandard compliance. However as stated
previously, the reconfiguration required in procesmitoring systems requires features to
allow for current system changes and also allowtHerincorporation of new elements from
new components that have been included in the psocétimately ensuring interoperability
within the system. The structure developed to mlewlata interoperability at sub-system
elements, e.g. adaptors, must allow for parametssnfiguration of current elements, but
more importantly must be open to connect to newdgnected elements. This dynamic
behavioural requirement outlines the need for dgpais to produce data interoperability
agents that are open to multiple sub-element conwation connections, to ensure multiple
data sources can be incorporated into the procesgiaring system dynamically.

2. RECONFIGURABLE PROCESS MONITORING DATA INTEROPERILITY
ARCHITECTURE DEVELOPMENT

The unique ability of process monitoring Data tafeerability Agents (DIA) is their
ability to unite multiple process data streams, atithately facilitating data correlation.
These streams can come in different data formats$) as numerical data, boolean data,
text-based data, etc. All of which potentially repent an endless number of machine
operations and reactive variables; vibration, epegnsumption, rotational speed, robotic
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motion, etc. Each variable for monitoring may requa sensor, communication medium,
and acquisition software application to producedhta required for analysis. This process
is represented by the first four process monitoristigps characterised previously;
measurement, acquisition, filtering, and analyArs.example of which would be a tri-axial
accelerometer for vibration measurement, which @aelquire a data acquisition unit to
actively acquire the measurement data from theoseis addition the unit is required to
communicate this data to a computational unit,eie@ample across a Universal Serial Bus
(USB) connection to a computer, where the databeafiltered and analysed by dedicated
software. Due to the complexity and diversity ofcmae tools and automation processes
a variety of different components may be requianbnitor all the required process data
for analysis. Within the MTConnect standard thetest known as adaptors are used to
convert acquired data from multiple sources inforanat that could be understood by and
communicated to the DIA. A communication mediumeguired for a DIA to dynamically
connect to and acquire data from multiple adapfbine programming software utilised for
development of this architecture was National nsints LabVIEW, which is a system
design software built specifically for tasks penfi@d by engineers and scientists.

2.1. DATA INTEROPERABILITY COMMUNICATION MEDIUM CONSIDERATIONS

Several methods were evaluated for use within Wosk to achieve dynamic data
interoperability for DIA’s, including;

* Application Programming Interface (API), specifiaew clients should interact with
software components, API’'s are typically distriltites a software library, with each
item consisting of a reusable functional buildinigdiks that can be incorporated into
end-user applications [20].

» File I/O, a simplistic method of transferring daetween different software applications,
through the utilisation of inter-application filegr example; text files, binary files,
spreadsheet files, etc [21].

« TCP/IP, a set of communication protocols which isgil TCP/UDP ports for data
transfer, with one object typically acting as aveer while the other acts as a client.
A benefit of TCP/IP is that TCP/IP can be used sxra variety of operating systems,
since TCP/IP is based off the internet protocolesand not a specific operating system
[21].

* ActiveX, is a framework that defines reusable safivcontrols that can be used across
a variety of programming languages enabling croppli@tion interaction, the
framework is based on the Window Component Objecd®& (COM) and Object
Linking and Embedding (OLE) technology, [21].

* National Instruments — Publish Subscribe ProtobtHSP), a proprietary technology
that provides fast reliable data transmission wiihiform Resource Locators (URL),
through use of NI's Shared Variable Engine (SVE)[2

The previously defined methods all provide a dédfé way of data communication
between software entities, however core requiresnéot the sub-level communication
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architecture are to dynamically communicate witheotentities, while providing high data
transmission rates. Dynamic communication is nossgme with API's as another
programming layer of operation and interpretatioould be required to standardise the
communication between applications to ensure dyngrhig-and-play operation. File I/O
will allow for dynamic communication locally and rass a network, but high data
acquisition rates cannot be achieved due to theldmaking required via bi-directional
communication, and the associated computationalheael required from file reading and
writing. While TCP/IP, ActiveX and NI-PSP all prala for dynamic data interoperability.

An additional function required would be the aliio communicate across a network.
This function will allow adaptors to be positionedross multiple computers that are
networked together, while still allowing an agemtittively pole data. TCP/IP is based from
the internet protocol suite and is naturally desdyior communication across networks,
while similarly NI-PSP facilitates optimised netwodata communication. AcitiveX does
not facilitate cross network communication and wiorgquire another programming layer
of operation and interpretation, which leaves T€Rihd NI-PSP as the leading options.
Other additional functional requirements of the -feiel communication architecture
include; the transmission of different applicatiaea types, the processing and buffering
of incoming and outgoing data, and core plug-aray+plrchitecture. All of these features are
high level operational requirements that would isgil the communication methods
discussed. However NI-PSP is a proprietary netvassdociated with the NI Shared Variable
Engine (NI-SVE), this framework facilitates all thadditional functional requirements
stated. Through use of the NI-SVE data communioatiateraction, and operation is
streamlined through a dedicated server allowingrfeiwork wide connectivity and data
transmission (Fig. 2).
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Fig. 2. NI-PSP and TCP/IP data interoperabilityragmmmunication topology

TCP/IP is a well established communication mediwsaduworldwide for fast data
transmission and open platform communication. Hewey framework would need to be
built around the TCP/IP protocol to enable the iservequirements of the dynamic data
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interoperability. This adds a lot of computatioralerhnead associated with every data
acquisition adaptor, and in true agent based detignNI-SVE segments this system
function into an autonomous entity allowing othplkcations to utilise functions via
NI-PSP, providing an efficient and robust solutionDIA’s sub-level data communication.

2.2. DATA INTEROPERABILITY COMMUNICATION STRUCTURE

The NI-SVE utilise network published variablesesh variables are defined within
sinking software applications which are then puidd to the NI-SVE where the data is
hosted for publishing to other sourcing softwarpli@ations. An example of this would be
an adaptor sinking process data to the NI-SVE aridlAa sourcing this data from the
NI-SVE. The NI-SVE requires the programmer to defthe type of variable that is to be
published in the sinking application; numericalolean, wave-point, variant, etc. Once
defined the connected sourcing application musrpmet the data into the correct format.
The architecture developed in this work outlines tise of 4 types of shared variable that
will enable the DIA to dynamical control, monitogirand acquire high speed process data
from the available adaptors. Due to the dynamicingabf the DIA the architecture within
this work utilises the variant data type for commsation. The variant data type stores both
a value and meta-data specifying how data shoulmhteepreted, providing a way for two
applications to translate services between onehanofhe variant data type is defined in
the Microsoft COM specification.

The 4 shared variables used for data interopénahrie;

1. Controls: specifies controls that the DIA can gélito actively control the operation
of the adaptor. Controls include; Start: to acqulegda, Stop: to stop acquiring data,
Reset: to reset the adaptor, Shutdown: to termihat@pplication.

2. Statuses: specifies the optional status of the tadapllowing the operation of the
adaptor to be monitored for successful operatitatuSes include; Alive: is the adaptor
operational, Stream: is the adaptor actively aaggidata, Data-Error: has an error
occurred, Error: error text associated with theuo@nce of an error.

3. Data: the actively streamed data being produceithdyadaptor, representing the process
data being monitored by the adaptor. The data & s packets of one dimensional
array data types, with the first entry indicatihg data ID relating to the data stream the
data is related to, this data is then buffered hey WI-SVE with a First-In-First-Out
(FIFO) structure. Additionally the NI-SVE handleset routing of data to sourcing
adaptors, by replicating and publishing data indépatly to subscribed sourcing DIA’s.

4. Information: identifies all core information assateid with the adaptor for the DIA to
successfully acquire all available data variabtestionitoring. Information such as; the
adaptors name, the quantity of variables for moimtp the name of each variable, the
data type of the associated variables, etc.

A DIA can utilise an adaptor by first successfudlynnecting to each of the adaptors
shared variables. The connection interface in Figutlines an example of the user interface
connection panel for a DIA. The user must spedigy address of each shared variable, this
address is in a central location, and can be oddaay simply querying the NI-SVE, which
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provides a list of all published and active shawediables. These links are tested for
successful operational connectivity through usehef available controls, and stored in a
local database where other functions within the D&h utilise the links to monitor, control

and acquire data from the adaptor. These shareablailinks are the only connection the
DIA has to the adaptors, allowing the DIA to dyneally connect to multiple adaptors

constructed to the specified architecture defimeithiis work.
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A network topology of the DIA communication arclutere can be seen in Fig. 4. In
this example a singular DIA is connected to foua@drs, three are communicating locally
on the computer hosting the DIA through the NI-S\While the forth adaptor is being
hosted by a separate computer and is communicatngss a network connection. The
connectivity of the fourth adaptor does not diffeany way from the others as the two PC’s
hosting the NI-SVE are networked together througtEthernet connection, allowing both
NI-SVE’s on both systems to be directly linked. §hnique functionality allows the DIA to
utilise user friendly plug-and-play operation. Eaduaptor represents a different
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machine/process variable to be monitored, all oictvhhave different communication

mediums. This outlines the unique ability of DIAte actively acquire and monitor
a potentially limitless array of process data, bs adaptors provide for unique data
acquisition while incorporate a conversion meditnat ffacilitates data fusion via the DIA.
The reconfigurable ability of the presented ardatitee will provide for the variance caused
by manufacturing process changes, or the adaptiequirements involved with

incorporating new process machinery. This is addevhrough the establishment
of stability, robustness, sustainability, and falisy, within the defined data

communication medium, and data interoperability oamication structure. As the

manufacturing process changes the only changersgof the monitoring system is the
introduction of new adaptors or the modification aainfiguration options in the process
monitoring system.

3. CASE STUDY: MACHINE TOOL MONITORING VIA DYNAMICDATA
INTEROPERABILITY AGENT

In order to validate the developed data interdpétya architecture presented within
this work a case study was carried out to monito€MC machine using a variety
of different measurement devices, which all comroat@ through different mediums, such
as wireless communication, USB and Ethernet wi@draunication. The aim of the study
was to demonstrate how multiple data sources cbaldntegrated together using a data
interoperability software agent. This agent woutshreect to, control, monitor and acquire
process data, through utilisation of the NI-SVEconnection with the previously defined
data interoperability architecture, to facilitagconfigurable process monitoring. The CNC
machine being monitored for the case study is a BOR/M2 three axis CNC Milling
machine, as seen in Fig.5. The parameters for measmt are machine power in the form
of current (I) and voltage (V), and vibration aétbpindle and the work-piece table in the
form of tri-axial acceleration (g). These variabtasrespond to condition based machine
monitoring variables, which are reactive elemernithiwthe process.

Electrical Spindle, 11 k W
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1 ” —> X-axis servo motor, 1.3 kW
Spindie Drive TN '.L.;.- i i —> Y-axis servo motor, 1.3 kW
Spindie Speed Range | 400 — 8000 rpm | a” —> Z-axis servo motor, 2.0 kW
AC Voltage Supply 400 V (3 phase) - "’: ~ —> Magazine motor, 0.185 kW
Frequency 50 Hz ! ] L » Compressor
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Tool Changer Capacity | 16 —=__ v 0 > Chiler Unit
Table Load Capacity 550 kg 1
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— Other Console
é Spindle head fan
N Console

Fig. 5. Hurco 3-Axis CNC machine tool overview
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3.1. MACHINE TOOL MONITORING - EQUIPMENT CONFIGURAIDN

A system connectivity overview of the interconmegtsystem components within the
case study can be seen in Fig. 6. A Triaxial Irgtgt Electronics Piezo Electric (IEPE)
accelerometer was placed on CNC spindle housingeradhwith a magnetic mount,
additionally a Triaxial IEPE accelerometer was pthon the work-piece table, also adhered
with a magnetic mount. Each sensor was connectad\ic9234 analogue signal acquisition
module, these devices connected to individual NA@Ddata acquisition devices for data
collection. One NI cDAQ connected to PC number d aiEthernet cable, while the other
communicated to PC number 2 via a WiFi connecfidre CNC machine utilised a 3 phase
power supply system. A voltage divider circuit islised to scale the voltage from 400
Vrms to 200Vrms, to achieve measurement via a IRb%halogue input module, and three
LEM current transformers are utilised to providereat measurement at a 1 x 0.0066 scale
to achieve measurement via a NI 9239 analogue ingdule. Both the NI 9225 and NI
9239 modules connect to a multi slot NI cDAQ 917&adacquisition device, which
communicates via a USB connection to PC numbetdch measurement module has their
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Fig. 6. Case study data acquisition connectivitgraiew

own software adaptor which provides configurationtcols for acquiring the required data
associated with their connected measurement modAbtkditionally there are operational
controls, statuses and data display outlets preséhtthe adaptors. These adaptors are
designed for data communication via the NI-SVE areldesigned to facilitate connectivity
and interoperability via the DIA. There are 12 dettannels being acquired by the DIA via
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the associated adaptors at different data acansitates. The NI 9225 and NI 9239
modules are both set to acquire samples at SkHzss@ach channel, with each module
acquiring three data channels for each phase ofCIHE power supply. Both NI 9234
modules are acquiring data at 8kHz across eachnehanith each module acquiring three
data channels for each axis of the tri-axial acoeheters. The DIA is configured to acquire
each data channel from the associated adaptorrandgses data once data is received. The
data produced by the adaptors is time stamped dhroeferencing an internal PC CPU
timer for accurate measurement. The DIA aligns daga from the different sources by
synchronising the time stamps from the differertagaoints acquired. Once data alignment
is achieved, data is then stored in a limited datHer for real-time utilisation and also
stored in a database for post process monitoriatysis.

3.2. MACHINE TOOL MONITORING - DATA ACQUISITION ANDANALYSIS

The CNC machine was set to increase the spindbgion speed at an increment
of 1000RPM from ORPM to 4000RPM over a period ofs#@onds. Over the 40 second
period 3.12 Mega samples of data was producedtah, twhich is 24.96MB at 8 bytes per
sample. The different data streams being acqui@thatted and communicated by the
adaptors, are being aligned for real time paraltetessing by the DIA. An example of the
data acquired and aligned by the DIA is shown mn FFi The electrical current being drawn
by the machine tool is measured and aligned with vibration data acquired from the
spindle and work-piece table. The data alignmeldwal for variable correlation to be
achieved between data channels. A base curreresemt when the spindle is stationary due
to the CNC machine electrical consumers associatéd machine operations, e.g.
compressor, chiller unit, work lights, spindle hdad, etc. The amplitude of the current
increases rapidly during spindle speed changes, deereases and stabilises at a higher
current amplitude than the previous base currehé [&rge spike in current is due to the
large power requirement of the CNC machine to a&ca&t the spindle, as maintaining
a constant speed is not as power intensive. A iveaeffect of increasing the spindle
rotation speed is the increase in vibration pregettie spindle housing due to the increase
in rotary motion.

In order to further interpret the process monitgruohata, analysis can be achieved
through current-process monitoring and post-procesmitoring. MTConnect utilises
additional software applications which request ditan the DIA to perform unique
current-process data analysis. The DIA stores thki whannel process data to a file, to
enable post process data analysis. The associatestamps for each data channel is also
recorded which allows for direct correlation of pees parameters. An example of post-
process data analysis can be seen in Fig. 8. Tipétade of the phase 1 electrical current
and x-axis spindle vibration is extracted, thenjetiled to a moving average filter to create
a trend line, and scaled to size to allow refemrggpdietween data channels. Additionally the
original spindle x-axis vibration data is subjextat Butterworth low-pass filter set at a cut
off frequency of 25Hz, and a moving average filter provide a more intuitive
representation of the vibration response. The tesligplay a direct machine reaction to the
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increase in spindle speed, with a spike in elegtgarrent amplitude and a stepped increase
in vibration amplitude response, due to the incrg@aleincrease in spindle rotation speed.
A clear representation of machine operation throdgia filtering and manipulation, allows
for a clear identification of process variable ratgion to be achieved. Achieving more
defined data trends allows for a better understandif variable correlation, while also
providing for more stable robust current-procesalysis, for autonomous supervisory
control, as the post-process analysis can be toaespand adapted for current-process
monitoring applications easily.

4. CONCLUSION

The realisation of a reconfigurable nature witlhmanufacturing systems has been
defined by the requirements of a dynamic marketgl&pecific tools are required to enable
engineers to effectively create, implement, opegratd sustain production quantity and
guality, to facilitate this reconfiguration and dynic behaviour. The establishment
of MTConnect aims at providing a facility for redmurable manufacturing, which was
achieved through the identification of key agensdushdesign concepts to provide unique
benefits and functional capabilities for processitwring systems. The aim of the research
presented herein was to introduce the conceptcohfegurable process monitoring systems,
and outline the development of a novel highly dffecdata interoperability architecture
that facilitates dynamic data integration for refagurable process monitoring systems. The
utilisation of the NI-SVE enables the streamlinimigprocess monitoring data, and enables
plug-and-play functionality within the monitoringysgem. The data interoperability
architecture defined allows for the reconfiguratemd incorporation of different process
monitoring variables for unified parallel data pgesing. The validity of the architecture
was demonstrated in the case study where multipbeegs variables associated with
condition based monitoring of a CNC machine. Thiétgho dynamically acquire different
data sources enables a process monitoring systaaafut to the present environment as the
process being monitored can change but the systeayaproach to acquire the required
process data does not. The flexibility within tlystem to adapt to changing environments
further enables the analysis applications presenprbvide data correlation, support
supervisory control, quantitative analysis, or diexi support capabilities. Future work from
the research present herein would be the develdpofielynamic data analysis applications
to further source process data from DIA’s, throwgh efficient, manageable, sustainable
structure. The realisation of such entities woull the next step in providing a fully
functional reconfigurable process monitoring systeh of which would require a solid
base platform of data interoperability like the a®ined in this work.
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