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A SERVICE-ORIENTED RECONFIGURABLE PROCESS MONITORIN G
SYSTEM — ENABLING CYBER PHYSICAL SYSTEMS

Communication is an essential requirement for bolfative manufacturing systems. However the diversi
of communication media and protocols in machindstoautomation equipment, and associated propyietar
software, presents a challenge for enabling capafitensible and re-configurable process monitosygtems.
Additionally, as process control systems evolvemir@entralised hierarchical structures to decestdli
heterarchical communities, enabling media and taodsrequired to provide interoperability betwegatams
and subsystems. The focus of this research isttodince a manufacturing decentralised process ovimgt
architecture that utilises a service-oriented aectire framework for network-wide dynamic datawasigion
and distribution. The system design is createdguainombination of service-oriented architectupptogy and
technical modelling. Service-oriented communicastnucture and capability is given particular foaesulting
in a comparative study of message structures anthemication speeds. The resultant system is modular
structure, reconfigurable, network-distributabfegroperable, efficient, and meets real-time resgnants.

1. INTRODUCTION

The performance of complex manufacturing structusiimately hinges on their
ability to rapidly adapt their production to curtenternal and external circumstances [1].
Today’s turbulent market place has a movement tdsvérigh product mixture and low
product volume production [2]. Manufacturers neztidve the ability to be cooperative and
have a quick response to market changes and dasiceb in order to stay competitive [1].
Similar to the production technology, productionntol and monitoring systems have
moved away from central operational structurestamérds Decentralised Control Systems
(DCS) [3]. The introduction of intelligent and redmurable, or adaptable manufacturing
systems, with a modular architecture which cands¢ructured without a loss in efficiency,
has defined a shift in the manufacturing technolpgsadigm, that is aimed at enabling the
manufacturing plant of the future [4].

Service Oriented Architecture (SOA) has been atftdrefront of industrial research
and development into DCS, from the interconnectedfitnded projects SIRENA, SODA,
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SOCRADES, and AESOP [5]. A SOA is a set of archited tenants for building
autonomous yet interoperable systems [6]. SOA &pscthat distributed resources and
organisations should provide their functionalitieshe form of services, which requesters
can have access to [7]. An entity or ‘Service’ omlyposes its interface which can be
discovered dynamically and allow for asynchronousssaging [8]. In doing so SOA
systems enable multiple client-oriented entitiesititise the resources embedded within the
service, making the way for more reconfigurable #edible decentralised systemBhe
culmination of SOA research resulted in a comprsivenDCS architecture defined within
the AESOP architecture. This provided a cloud ohafiacturing services with the potential
of facilitating the requirements of an entire mauai@iring enterprise (Fig. 1). AESOP
utilises Device Protocol for Web Services (DPWS)aasentral architecture for device
networking [9]. However this data interoperabilgyandard is not domain-specific and
utilises an openly interpreted XML meta-model reprgation of resources. This means that
the protocol represents a comprehensive mediunataf access and transfer from device to
device, while the application specific data andvises being provided are within a user
defined custom model structured with XML. The DP\pi®tocol has been experimented
with for industrial use within DCS in AESOP [10].

ERP: Enterprise Resource Planning
SCADA: Supervisory Control And Data Acquisition
DCS: Decentralised Control System
MES: Manufacturing Execution System
S#: Service (number 1,2.3..)
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Fig. 1. AESOP architecture, adapted from [11]
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However the meta-models are not reviewed, nor ayeexamples provided outside
the scope of traditional Supervisory Control Andtda\cquisition (SCADA) system
implementation, e.g. use within high speed/samgie Process Monitoring Systems (PMS).

The focus of this work is to define a topology Reconfigurable Process Monitoring
Systems (RPMS), through exploring how SOA can bdsed within a manufacturing PMS.
Key process monitoring requirements are exploredta dtransmission speed, data
structuring, data compression, architecture charaeition and configuration. A novel SOA
RPMS is defined that utilises a unique data interabpility technology and compression
message structure, to enable efficient dynamic datisition and distribution across
a network.

2. SERVICE ORIENTED RECONFIGURABLE PROCESS MONITOR3

A reconfigurable manufacturing system is desigaethe outset for rapid changes in
structure, as well as in hardware and software cm@pts, in order to rapidly adjust
production capacity and functionality within a p&mily in response to sudden changes in
market or in regulatory requirements [12]. Withiretfield of manufacturing, SOA offers
the potential to provide the necessary system-wisibility and device interoperability for
complex collaborative automation systems [13]. Teorporation of SOA within a PMS
will enable a reconfigurable system of interacweenponents. These components can then
be utilised in a multitude of manufacturing systeras their flexible nature will enable
adaption to new processes. Additionally, as manufary systems can be reconfigurable in
nature a RPMS can allow for this variation changfe the process.

2. 1. RECONFIGURABLE PROCESS MONITORING SERVICE GRITED ARCHITECTURE MODELLING

In 2012 Mora et al. [5] reviewed the research dedelopment of the interconnecting
EU funded projects SIRENA, SODA, SOCRADES, and APSOhis work shows the
evolution of SOA within the field of manufacturif@CsS, from interoperability between
embedded devices within the SIRENA project, to grayer service collaboration to meet
the needs of a manufacturing enterprise withinAEESOP project. This research defined
two fundamental models for creating a SOA; an eegjimg topology model and technical
data model. An engineering approach to SOA incaiasr a five method model aimed at
creating a SOA topology of a desired system [14je Tive method steps are; legend,
domain and system categorisation, interface defmitservice and orchestrator integration,
and topology generation. An SOA data model absra@®@OA into a common structure that
can be described by four technical layers; Meta &lioData Model, Generic Services, and
Mapping on Protocols [15]. These two models hawalar aspects, yet they have a unique
perspective for defining an SOA. In this articlerass-over modelling approach is applied
consisting of the following steps; Legend Defimtjd>omain Specification, Meta and Data
Modelling, Service and Mapping, and Topology Gehena
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2. 2. LEGEND DEFINITION

A legend identifies the symbols for different SOl&raents across multiple domains.
These symbols include inputs, outputs, boundargrigyand events [14]. These components
define the different objects present within the S@Aecent CIRP keynote paper Teti et al.
[16] characterised process monitoring into theolwlhg steps; (a) Measurement: physical
hardware, e.g. sensors, for measuring the phygicadess parameter; (b) Acquisition:
interconnecting hardware and software elementgifoviding high speed data acquisition
from the sensor to a computational device; (ckeHillg: mathematical manipulation of data
for specific process feature extraction; (d) Analymethods, techniques and algorithms for
variable correlation of required process attributés) Decision Support: subsequent
methods, techniques and algorithms appertainingdentifying the required corresponding
process action from analysed results; (f) Closeqb-l@ontrol: hardware and software
elements associated with facilitating correctivecacfrom decision support functions.

An RPMS’s elements can be categorised utilisingealseps, Fig. 2.

Watch Dog)| Event Correlation|
Machine Comroller‘\ Pattern Recognition|
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Fig. 2. Reconfigurable process monitoring systegehel

» Adaptor: the physical connection points of cybeysbal-systems [17], which can
acquire data from a physical or virtual source egldase the data within the SOA as
a service, or oppositely transfer system commandiata to a physical controlled body.
Adaptors would represent data acquisition and didsep control steps within a PMS.
Adaptors are either Control Adaptors, or Acquisitidaptors.

« Complex Event Processing (CEP); entities that @erand analyse higher level
information out of low-level or atomic events [18he scope of CEP is limitless due to
its open definition as any data manipulation s@wvican be represented as a CEP engine.
A defining characteristic of a CEP element is ity to acquire data from a source,
process it, and then re-release it as a new setwittee network. CEP can represent the
filtering, analysis, and decision support stepshiwita PMS. CEP is an open
representation of a computational service, and lwardistinguished by their primary
functions, e.g. CEP-Filter, CEP-Analysis, etc.
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» Agents; active consumers of service data for imgial utilisation. The scope of Agent
entities is limitless due to its open definitiorhig is because any data consumer can be
represented as an Agent. A defining characterdtem Agent is its localised individual
use of data, as it does not release data backthetesystem as a service. Agents if
required can utilise multiple services that arellabée within the network, communicate
with entities to achieve goals, and perform systemtrol actions through the available
services. Agents can represent the filtering, amslydecision support, and closed loop
steps within a PMS. Agent is an open representati@asystem component, and can be
distinguished by their primary functions, e.g. Ddbasplay-Agent, Filter Agent,
Management-Agent, etc.

System management and control functional elemexpéoeed within the DCS domain

include;

» Gateway/Mediator elements: enable the connectiahffdrent network types within the
architecture, or provide a means of transportadiodata to different network areas for
distribution [19].

* Orchestration elements: central control applicaiavhich can dictate operation to
organise decentralised entities, or enable inteadjldy between two or more entities
[20].

2. 3. DOMAIN SPECIFICATION

Domain and system categorisation incorporates #serably of domain-specific
components and categorisation within layers defindtie ISA 95 standard [14]. ISA 95 is
an international standard that was created to éeafiodels and terminology to determine
which information has to be exchanged between sysfter sales, finance and logistics and
systems for production, maintenance and qualit@].[lLevel O is the production process
itself; Level 1 is associated with all sensing amdnipulating elements within the
production process; Level 2 addresses monitoringervisory control, and automatic
control of the production process; Level 3 incogtes the management of the workflow to
produce the desired end-products, maintaining osc@nd optimising the production
process; finally Level 4 aims at establishing tlasib plant production schedule, material
use, delivery and shipping, and inventory.

The focus of this work is within level 1 and leve] demonstrating the value
of enabling SOA in sensing and monitoring withiPlslS. The capability of SOA DCS to
achieve enterprise wide integration throughout @iglevels is self-evident in the AESOP
project. However, this work aims at providing a @pe model starting with a bottom-up
approach to RPMS, consisting of the Measurementaogisition steps within a PMS. An
example of which can be seen in the merging ofastfucture layers across domains,
Fig. 3. Each domain requires monitoring of the niaciuring process, this data can be
subsequently shared by providing its action asraceto applications inside and outside
the specific domain of initial implementation. TB®A Adaptor element can enable this
functionality by incorporating a unique data acdigs functionality that takes inputs from
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a sensor to producing an output that is hosted asrace and transmitted to multiple
sources.
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Fig. 3. ISA-95 layers [14]

2. 4. META AND DATA MODELLING

A Meta Model defines the basic components thatddi@ model can be built from
which includes concepts and rules. A Data Modal s&mantic or abstract description of the
data owned by a subsystem which can be accessaathby systems within a specific
domain [15]. Within the Adaptor element, the datadel can be seen to represent different
types of data that is able to be acquired by datmiaition functions present within the
application, Fig. 4. This data has sub-type-dataresponding to different variable
parameters, i.e. its data type, sample rate, w@ptesentation, and time of occurrence.
Timing within a process monitoring system is cruceés it enables the correlation
of different data streams through an instance otimence reference. This requires data that
is being acquired to share a timing element, egloek. Traditional SCADA systems are
less concerned with correlation, given that thequirements are specific to the most recent
data reading. However, sampling rates are depermterthe resolution of measurements
required for signal analysis. High sampling ratesvige a better representation of the
signals behaviour. Low sampling rates can miss napd behavioural occurrences and
potentially cause signal aliasing. Signal aliasioigpduces an incorrect representation
of signals state, as high frequency signals caaliasing as low frequency signals due to
a low sample rate. Subsequently sample rate regamts within PMS can range between
1Hz to 1MHz and beyond [16]. Computational-unitsnetworks have an incapability to
sustain such a large amount of traffic, especiftly single value references at high
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frequency. To overcome this challenge data is gedumto packets, with meta-data
specifying time of occurrence within the referemteck. Within the data model, specified
in Fig. 4, a data packet is a collection of rawadpbints with timing-meta-data, namely;
Clock: specifies a reference point from the acgoisiclock appertaining to when data was
first acquired; Time-Line: the total time that h@esssed since the initial clock reading was
taken; T-Delta: the common time increment betweamm@es which is dictated by the
sample rate. The combination of raw-data and tirmieja-data enables a data stream to be
packed by a sourcing application and then subsélguassembled and consumed by
a seeking application.
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Fig. 4. Adaptor modelling

2.5. SERVICES AND MAPPING

Generic Services are an abstract common way fathamging data between
subsystems that are technologically independentt Blapping defines how abstract
services are mapped for physical implementation. [BRBevious work [21] [22] has shown
how data DPWS provides services and physical mgptmnenable data interoperability
within a network Hosting services provided by DPWfglude messaging, discovery,
description, and eventing [23]; Messaging servigesside the transmission of messages
between systems; Discovery services are used bgvaced connected to a network to
advertise itself and to discover other devices;cddpB8on services incorporates metadata
exchange to provide information about a devicetardchosted services on it; Asynchronous
publish and subscribe eventing allows multiple eyt to subscribe to asynchronous event
messages produced by a given hosted service. TimedeDPWS utilises a XML data
structured service model that has the benefit ovidmg great flexibility to application
developers and enhance interoperability. Howevés bHrings high overhead in terms
of memory, CPU, latency and power [24]. The DPWB8gsmance was characterised in the
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SOCRADES project, as the total time required tadsemessage/event from one device to
another over a Local Area Network (LAN) [25]. Rdsushow a communication speed
of 10ms, with overall mechanical system reactiometin the range of 100ms to 1s, which
is considered by end-users as insufficient for sealetions. Subsequently text-based XML
WS were identified to not meet real-time requiretaeand resource constraints for
industrial machinery applications. In order to mewtustrial requirements, the research
performed within the scope of the AESOP projectitastified the potential present within
the Efficient XML Interchange (EXI) standard to otake traditional XML structuring
within DPWS [26]. EXI is a binary representation thfe XML information set that
is designed for compactness and high performangsinga and serialisation. Binary
representation, within interoperability systems epagynificant improvements in resource
utilisation, e.g. network throughput, computatiopalver and memory.

2. 6. SHARED VARIABLE ENGINE

The authors wanted to provide the common servacgbned within the DPWS for
dynamic data acquisition and distribution, withive tdevelopment of the RPMS. However,
the authors also wanted to incorporate the usénafyconversion methods to structure and
compress data for efficient data transfer. In orttermeet these requirements a SOA
technology was identified that incorporates dataroperability, discovery, and eventing
services; namely the National Instruments SharediaWle Engine (SVE). The SVE
is a software framework that enables variablesist ®n a network and be communicated
between applications, remote computers, and hae\&#f]. The SVE utilises the NI-
Publish Subscribe Protocol (NI-PSP), which utilidgethernet TCP/IP and a LogosXT
transmission algorithm [28]. The SVE enables ajplons to expose their data as services,
by ‘publishing’ the data to a SVE. The SVE hosts tlata, buffers the data, and distributes
the data to multiple applications which ‘subscritzeit.

2. 7. BINARY MESSAGE MODEL

To distribute data within a network via the SVE naessage structure needs
to be defined. The requirements for the messagectste includes; multi-sample,
the message must be capable of containing a swagiable value as well as multiple
values; meta-data, the message requires the inatiqro of timing-meta-data and variable
characterisation data; data-types, the message Imeusible to incorporate multiple data
types, e.g. Boolean, Double, Integer, etc; binamyyression, the raw data and message
must be compressed into a binary representatiothrée step Binary Message Model
(BMM) was utilised to meet the previous stated megquents, Figure 5. Binary conversion
enables the conversion of any data type or clustes binary string format which can
be represented as byte string. Both the processatat metadata could be converted into
byte strings and structured in a generic messagdelnavhich identifies what type
of message it is, the owner of the message, anihtleeat which the message was created.
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Fig. 5. Binary message model

Binary conversion enables flexibility within theessage as different data types and
guantities can be assembled without the need fangihg the message structure. In order
to decode the message the receiving applicatiodsnaedata structure reference in which
to transpose the binary data into. The initial ragesdata model acts as a base reference
model to achieve this, enabling the message type &xposed and enabling the application
to determine what structure the metadata is in.s&giently, the metadata will provide
details in how to transpose the process data bistaing, e.g. data-type, sample count, and
whether or not it is an array of data. The BMM ¢ expanded to incorporate multiple
types of messages, including requests and resporessages between applications.
The only change will be present within the messgge specified and the corresponding
data structure of the metadata and data binarygstri

2. 8. PERFORMANCE MEASUREMENT

To test the performance of the SVE and BMM, thessage structure serialisation and
deserialisation time frame was quantified in additto Round Trip Time (RTT). RTT
measures the time taken to send a message to arketiwapplication and receive the same
message. Three types of message structure weed testnable a performance comparison;
the BMM, normal XML coding, and a hybrid structundich utilised binary conversion
of sample data values with a XML structure. Theadaintained within the messages was in
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accordance with the BMM, consisting of metadata avd data, which had a varying data
guantity of 100, 500, and 1000 samples per mesgdghiree methods utilised the SVE as
an interoperability medium. The SVE enables dataraperability across a network and
within a central computer. Both scenarios wereetédor RTT capabilities. Experimental
results are given in Table 1 and Table 2. Karnosiskad Somlev [29] (Table 3) performed
similar experiments in order to assess the perfocmaof WS, namely; traditional web
services with Axis2, DPWS, REpresentational Statan3fer (REST), and Constrained
Application Protocol (CoAP). A comparative analysisresults from both studies is given

in Fig. 6.

Table 1. SVE Experimental results: serialisatiod daserialisation

100 samples 500 samples 1000 samples
Size (B) | Time (ns) Size (B) | Time (ns) Size (B) | Time (ns)
Serialisation

BMM 923 13,033 4123 14,233 7323 16,800

XML 2626 101,900 11826 576,500 23326 1,575,600

XML B 1826 78,100 7826 435,567 15326 1,159,933

_ Deserialisation

BMM 923 3,367 4123 4,967 7323 9,233

XML 2626 101,600 11826 762,800 23326 2,054,500

XML B 1826 70,633 7826 458,567 15326 1,274,500

*All data points consisted of double precision flog point @ 8 Bytes; values = 123456789.123456
* Time values represent the mean 3 test consistii)00 measurements each
Table 2. SVE Experimental Results: Round Trip T{iR&T)
100 samples 500 samples 1000 samples
Size (B) | Time (ns) SizeB) |  Time (ns) Size B) |  Time (ns)
Central Computer
BMM 923 224200 4123 244 833 7323 342,200
XML 2626 232,167 11826 241,400 23326 379,100
XML B 1826 238,333 7826 364,233 15326 274,467
_ Local Area Network

BMM 923 865,067 4123 1,115,833 7323 1,372,700
XML 2626 969,367 11826 1,188,833 23326 1,940,967
XML B 1826 838,733 7826 1,305,167 15326 1,634,200

*All data points consisted of double precision flng point @ 8 Bytes; values = 123456789.123456

*Time values represent the mean 3 test consisfii@0 measurements each

Table 3. Karnouskos and Somlev experimental ref20fs

_ Serialisation (ns) RTT (ns) Deserialisation (ns)
Axis 2 54,340 12,221,588 167,866
DPWS 297,461 8,467,042 262,764
REST 20,019 1,064,523 60,482
CoAP 5,296 5,996,933 7,600
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Fig. 6. Shared variable engine experimental results

The results identify an 87.2% time reduction wiitising the BMM serialisation at
100 samples compared to SVE-XML and a 95.6% redonctompared to DPWS. Data
compression within the BMM produced on average 2%6reduction in message size
compared to XML. BMM deserialisation provided a @. time reduction at 100 samples
compared to SVE-XML and a 98.7% reduction compace®PWS. The SVE RTT has
a linear response to data transmission size. Tiugiged a reduced RTT of 89.1% on
average at 100 samples per messages across SVE BMM, and XML B compared to
DPWS. Comparatively, the SVE in combination witre tBMM provides the shortest
serialisation, RTT, and deserialisation time of aleasured services at 0.88ms, with
a sample rate of 100K Hz at 100 samples per messaien a LAN, which is within the
1ms requirement of real-time systems. These realdtsindicate that local interoperability
within a central computer can yield greater timéuetions as the SVE provided a 0.23ms
RTT. The combination of SVE and BMM within a cehtreomputer can provide
interoperability within 0.24ms with a sample ratelO0K Hz at 100 samples per message,
or 0.37ms with a sample rate of 1 M Hz at 1000 dasper message.

2.9. TOPOLOGY GENERATION

Topology generation connects all components witlimains, and between domains,
using the previously defined interfaces creatingm@ology of the SOA system. A simple
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RPMS topology for data acquisition, filtering, aadalysis can be seen in Fig. 7. Adaptors
acquire data and publish it to the SVE. Connectedputers can gain access to the data via
local SVE’s that provide for network interoperatyili CEP elements subscribe to data
streams, manipulate the data and publisthe®@WVE. Agent elements subscribe to data
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Fig. 7. Reconfigurable process monitoring systepology

within the network and provide data analysis ancisien support capabilities. The modular
structure of the RPMS enable the expansion, rebracand reconfiguration capabilities to
adopt to any analytical requirement. The dynamita dacquisition elements allow the
system to adapt to environmental changes, e.g.gelsaim sensors types, data sources, etc.
The network distribution capabilities enable cotlediion of computation, allowing multiple
analysis functions to be achieved through dedicptedessing units. The resultant RPMS is
decentralised in nature yet cooperatively unitedugh asynchronous services.

3. CONCLUSION

Service oriented architecture provides the retbisaof collaborative decentralised
systems, which is the way for the future of cybleygical systems. The specific aim of this
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work was the introduction of a reconfigurable psEanonitoring system that utilises
a service-oriented framework to achieve dynamicadatquisition and distribution in
a manufacturing environment. The layered modelapgroach enables a domain specific
service model to be created through conceptual extencharacterisation, resulting in
a comprehensive service mapping of data servicaseet the needs of a reconfigurable
process monitoring systems requirements. The sesfiom the work identified the
utilisation of binary conversion messaging methtwdenable effective data structuring and
compression for efficient data transmission. Resailso identified the ability of the shared
variable engine to provide interoperability witranlocal and networked environment. The
combination of data servicing and message modeli@sylted in a round trip message
communication time of 0.88ms. This satisfies theslamiteria for real-time system
requirements. This work has outlined the stepsnta&echaracterise a decentralised system
and enable an efficient and effective platform ifaplementation. The steps taken can be
utilised to define other service orientated ardtitee systems by presenting a bottom up
data model that can be abstracted to fit otherireopents. Dynamic data acquisition and
distribution capabilities within manufacturing systs are imperative due to the multi-
domain and multi-functional requirements in mantfang. Future work will focus on
abstract analysis tools to utilise the reconfigleamnd distributed nature of the architecture.
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